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As technology advances, machine learning is being utilized more and more in smart healthcare and Internet of Things
systems [1]. These advancements result in more significant issues with the processing and categorization of physiological
data, especially real-time signals such as PPG, ECG, and EEG.

In order to create accurate and potent statistical models, ML currently requires a significant amount of data gathered from
numerous sources. Federated Learning (FL) is used to guarantee privacy, security, and efficiency of the system [2],[3].
However, FL will also increase model complexity when compared to conventional machine learning. Creating lightweight Al
architectures that maximize computational efficiency while preserving high predictive accuracy is the main goal. The key
objective is to downsize Al models, architecture and parameters to tend towards frugal but powerful inference engines for
time series classification.

This research implements a neural network to collect data from patients (ECG signals, blood oxygen levels, EEG signals, ...)
then classify them [4]. Additionally, a Federated Learning framework is employed to enable robust model training across
decentralized and heterogeneous datasets while preserving data privacy [5] [6]. Next, we use the model pruning methods to
find the balance between maintaining or improving model accuracy but also reducing overall model size [7].

In the future, we will integrate model quantization methods into the model to increase its efficiency, compression and
accuracy [8].
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